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WNR/PSH Environment

In order to establish the reqllirements and operational constraints
that led to the development of the Los Alamos Data Acqulsltlnn Command
Langumge f.13ACL), A brief’ desc:’lptlon of the environment In Wt]lch the
system must perform Is appropriate. ‘he Los Alamos Weapons Neutron
Research (WNR) faclltty Is a world class neutron scat,terlng lnstnlla-
tion dedicated to research In physics, chemistry, matt=rlal.s nclence
and biology. Operatirg in conJur]ctlon with the 800 MPV Ilrlear ac-
celf?rator at, the Los Alamos Meson Physics Facility (I,AMPF), the
faclllty sllpport,s an expanding, lntrrnntinn~l user community. A mft,jor
faclllty upfirnilf? w1ll result from tl~e gommlsslonln~ of’ thf’ ‘,o,q Alamos
Proton ?torn~o Illng (PSR) jr] Sr_+pt,emher 19Flg, nr~d will tr-nrlfif(]rm
WNR/PSH Into orle or the worldfs premier neutron scat,ter!n~ cer]ters.



It must, erIc Ompass all prw, )ect reso[lrces (especially the scarce and
;!i-C?CIOUS personnel resolirce) over t}le [?ntire snf’twarc 11.fe cycle. ‘1’he
criteria used to ga~lge the project efficiency Include system adapt-
ability (and maintainability), responsiveness and robustness .

An adaptahl.e system can be made to conform to the needs of the entire
range of WNfl experiments and instruments without requirlnf: interven-
tion by system personnel.

—-————
Consequently, to meet this requirement In

our enviroliment, the system must permit dynamic configuration by the
user. one of’ the best ways to Improve system malntalnahillt,y Is to
ellmlnate tl]e n~ed for system personnel to Implement f’roql]ent minor
enhanct?ments thah are of’ no general Interest. An adaptable system
that is enslly extended by its users promotes t}l~s goal.

In order t,o he r,?spons!ve, t;he I)ACJ, sys~errr must be (lf!sl~nf?d to mj.ni-
mlze tlrne intervals during which tl]e user Is cxcl.uded from ~rlitiatlng
new prnccsses f’rom fin ~nteractlve terrnlnal. ‘1’hls goal Is based upon
the premls(” th:it; the only time Intervals of importance in ttlls context
nrt~ those sllh,j~(:tlvply ~xpcr’l~rlce(l I)y a human operntor. It sho(]l.(i
81r30 t)e rlnt,(’(i t;l]fit exectitlon :Ypee(i alor)c is not t}]e only cr”lterion or
Irnportar]ce l.rl tjt][s regard. Indeed a sy~tem may be chnr”nct,crl.ze(i by
extremely f’asrt ex~cution, yet stl.11 exhibit unacceptnb;y slow
renpr)nse .

f~r)r n fiyst,(’m t,o he r,ohl]st,, lt ITlll St; t)f? (!~~flhl.(? Of’ ld(’nt,lf’ylr~j( (’rr’oneous
lfll~ut)fl or” IIr II I:i Ii:ll con(ll tlor)~, r(?(:ov(,r$ if’ posslb lo, or If’ r’(’(?(>ver’y Is
lmpo~slhlf’, (l(~}{r”a(lf~ p,rncef’111 ly. Above nil, a roh(lfit synt(’m [)rotects
tt]e lr]tj(’~{r’l Iy 01’ t;t)(~ ex[)erlm(?rlt. an(j nssoclntcd (Iatn f’rorn nn lr~ex -

111rrmcrlt:l
to h:lof?
f, C!ff(?[!-



A more universal strategy employs computer science concepts to c(~n -
struct a system that is efficient across the entire life cycle. ‘1’his
approach Introduces the modern software technology at t}]e design level
and constructs the system around it. Because the technology Is in-
tegrated Into t,he system at the hap leve”l, lt~ scope Is broadened to
extend over many phases of the life cycle. The result Is a system
that can he eff~clently designed, Implemt?tlted, opei’ated and
maintained .

The DACL development proJect ut,~llzes both of the ahovt? st;r’ategles to

promote overal 1 effl.clency. frOpromote Implernentacf.on phnse ef-
ficiency, arl extended versl.on of tllc Pascal. programmln~, lnrl~llap,o Is
IIseri for al 1 cotllng, At tht? top l~VP~, the efflclerlry re~llllr-emer]ts
described In t,t)e precefilng ncct,lorls are I(lentlf’led arlfl arf~ ,nccorded
Lilt? same Importance durlnp, the design ptlase as fl]rlctlorlal.1 Ly
reqtllremcnt,s . Fll)eclflc compl]t~r sctence arid lr]f’orrnfrtlorl tt]f’ory corl-
Cepts, lrlf=ntjlf’led at the oIIt.set,, are actively lrl(:r)r’~)ornt,f~(l lr)t,(> t,})e

system (lPs1}<II. ThesP lr)cll]df> the conc~[)t;s of” CIynnmlc dnt,n struct,uresj

concurrf?r}L ~)rocc;;slr]g arid st,nt.f+ mact]lrl~:~.

l)yrlnmlc I)atn ~;t,r’l]ct;l]r(?s



[n conventional systems, utilizing static allocation schemes, severe
functionality problems also exist. Regardless of the space available
In other (possibly unused) control structures, the user Is strictly
constrained In the number of entltir?s of a particular class that can
be defined. Extending this number ror a particular control structure
requires system mod~flcatlon and rebutld. Similar ,Irastlc action Is
required whenever a new control structure must be implemented. This
results In a system that !s funct~onally rigid. New appllcat~ons must
be pontponed u~]tll requl.reel software modifications are per~ormed,
thereby stlfllng the spontaneity of its users. Compo[]nrilng this
prohlern, thes~ structures fire llsually Implemented as arrays In nn
ohsolote I.ar)[:uage, r~?s~]lting ~n a closed archtter.!tui,e t,hnL rnnkes
access by ott]er appllcatlor)s difficult a~]d prone te error.

l’he I)AC1, syst,f~rn el Imlr]ntes L}le Rhove prcrhl.cmfr by lm~)lemc?rlt; lrlg a lo-

cally flev~lope(l facll~ty thr3t permits ~iynr=imlc (run-tlmc) allocation of’
all cor]trol st-ructures. C)wlrlg, to Its Cunctlonal. equlvnlence (and
arJnlop,oIIs syntax) to Pascal dynarnl.c vnrlables and pointers, tills
faclllty }lns h(?erl dllljbe(] tile I)AC1, heap. Indeed, f’rom the llsers’
pPrsprct,lvf? , bt]e or]ly furlctlonal difference betweer] t}~r? I)ACI, hea~~ and
the Pascal fnctl.lty Is that the l)A(;l, henp 1s system-gl.oh~l (c~n be
accesned t~y nrly appl.flcat,lorl) and nonvolatile (retains its I.ntegrl.ty
across ~rnage exccutlons).



The NEXT pointer Is provided as a standard pointer to reference the
next entity in a control struci+re. Although control structures may
be multiply linked, they are never linked bldirectionally.

The DACL heap Implementation also recognizes that the 123 bytes of’ the
control-structure-dependent partition may not always be suf’flc~errt to
completely describe an entity. In such an Instance, an extension
record may be defined and uniquely partitioned for the remalnlng

——
——.
information. The extension record Is then referenced by the standard
MORE pointer. An extension record Is a dfstlnct heap record with a
standard partition (Including a MORE pointer) of Its own; It can also
be extended. As a result, a single entity can he represented as an
extensible l.inked list. The DACL heap also supports a dynamtc string
facil.1.ty wk!ch allows strings Or any length to he represented and
el~,mlnates the necessity of predeclarlng a max~.murn lenfibh for any
strlrlg. Figure 2 Is a graphic example of a typical co]ltrol structure.

The DAC1, henp faclllty provides a complete set of ~ltlllty t’unctlorls
for the programmer/user Interface. These lncl~lde st,an(iard l]tllltle~
to allocnte and deallocate heap records as well as lltll.~tles to mn~n-
taln (Inserh Into and dplf?t,f; from) the control strl]ct,l]rf?s . [Jtll ltj.es
for clearing tl)e I)ACL heap, for llstir,g its conflgl]rntlot), nrld for
supporting t,l]e dyrlnmlc str!rlg f’ncl 1 lt;y are alno provld(?d. [{y m,lklrl~
extenslv~? I]:;e Otm recl]rslon, thr?s~ Ilt,l IItles can process cont,rol struc-
tures tt)at mr’(? 11.rlh !ri lrl very com[)lr?x ways.



Tradltlonally, the format of a sequentially organized data file Is
r’lgidly defined. In a multiple app”llcation environment, this feature
has two immediate consequences. Ffrst, the format must be del”lned to
Include al.]. possible information required by any application. This
forces a file wrftten by a particular application to contain large
amounts of Irrelevant Information. The second consequence results
‘from the fact that char,gfng the file format (to accommodate a new
application, for example) makes all previously written files obsolete
(and unreadable). ‘System personnel are then freqllent,ly required to
modtf’y the utilitles that read and write data files, as well as to
produce uttlltles to convert. from obsolete to the (current) standard
format .

The sequer]tlal. organizi~tif~n of tliese fll.es can alno cause
Inconverlletlces. Acces:I to Inrilvldual entities (a single data set In n
grollp of 100, f’or Instance) 1.s slow and curnbersom(?. [Ipdatifig the file
(e.g. to Include processing status or j)revlously unavailable
i.nformatlor~) is dtfflcul.t.



access to information In an ISAM file is very efficient. Any record
can be located by a sequence of accesses that. is comprised of a single
direct (keyed) access f’ollowed by a series of sequential accesses.
The necessity of reading every preceding recurd en route to the
desired data or abstract information is eliminated.

— .——..—
Performance i.s

comparable to that of a sparsely populated hash table [61, but does
not suffer the large resource overhead required to make hash tables
efficient.

From a system perspective, the maintenance overhead associated with
sequential file implementations is ellmi-nated. The slmpllclty and
consistency of the user Interface promotes a mor(? reliable and robust
system. overall functionality and performance are increased.

Th~ TSAM file or~arrlzatlon Is also approprlatp for I.mplf?menttng ~
catalog of’ data files. The I)ACL syst;em malnta{ns copies of all da~n
files In a cent,ral archive from which users may extract desired fl ies.
B,y organizing each catalog entry as an ISAM record with rnr.]lt;l~)le keys
(fiie name, ex~~(?rimenter$ date/tfmc, Instrumer)t and t,lt,l~) a very
powerf’!]l directory lltlll.t;y can he sllpported wtt,k mlnlmal. cf’f’ort.
Users call cxarnlne catalog erlkrlcn for classes of’ r{lns, al 1 rurls nf’ter
a specified date or by any key value. [mpl.ementing a system wl.th
equivalent f’unctlnnal.ity (hUt based upon SeqU@nti~l filC?S) iS eX-

tremely cumbersome by COMpat’iSOn.

Concurrerlcy. ..... - - ——.

The prtme mot; l.vatlorl f’or I.r]tro(lllclrlg cor]cllrrf=r)t i)r’occsr3tt][~ Irlto ttlc
L)AC[, synt,cm 1s to lrn[)r’ove t;t:(? systemt~ r’enporisl v(!rless. ‘1’I)IS pollcy i.s

implernf?rlt,(?(l in t;wo wnyfi: 1 ) t)y I(lf?rlhlf’ytng class~s Or procf~sne~ t,}lat
can exec~lt;(’ (?xrlustvely in ,a ba(:kpjround rnodr, and 2) hy 1(1(’tlt;lf’ylng
tasks (or (:onr~)orlerlts of” tn:;ks? whose corrrpletlorl 1s not; r(?l]ll 1re(] [)r’lor
to the ltllt.1~1 Izatlorl of’ ~llt)ne(]l](?n~ proc(?sses, ‘1’t)c prlr](!l~~nl exnm[)lc
of f;}l(. fl rst; Cnfl(? 1s ttl(? [)ACI, (Intifi n(!(ll]lsttlorl task. ‘1’11(’I)A(:l, dnt; a
cnt;alogltl}~ task 1s typical of thf? sf?cor~d.



The DACL data acqulsltlon control task supports a queue of pending
runs that can be updated, modif.led and examined by the user.
Modifications are made through a subprocess that permits the user to
employ a standard text editor to perform the updates. The same 3ub-
process also permits the user to obtalrr i.nformatlon descrlb~ng the
qlieue status, queue contents and the currently executing run. All
queue operations are confined to a single VMS process (and Its
subprocesses) . This pollcy allows extensive validation to be per-
formed upcn t}~e the queue (and upon the command files referenced
therelr]) as an Integral. part or the modification activity. This
localization of f’unction also simplifies the synchronization of the
modification process with the process that submits runs from the
queue , effectively allowing the submission process to be automatically
inhibited while modifications are in progress.

The second component of the DACL data acquisition task is tile run
submitter process referenced above. This process is res[)(-)nsibl~ for
submitting tile command file at the head of the pending rl~ns q~eue for
execution. It is prese~t in the background ( although generally in a.
s~]spended state) at all times. Tt Is awakened whenev~r the corlditions
are rflgt]t for s(lbmission of a data acquisition Job, namely that no
data acqulsltlon Job Is currently executing and that the pending runs
queue is not empty (and Is not being modified). Once started, this
process in})!bl.ts the modiftcatlon process, suhmitg tile next command
f’ile f’rom t]]e qIIelle and modifies the queue tc reflect the new status.
[Jpon exit, th? modification process is enabled.

‘1’}le run Pllt)mlt;ter also provl(ie:~ an Interface betwe~n the Ils(>r and ‘the
cllrrently ex(’cllhirlg run. The user may instruct the I’url sl]bmltter
process to kill, pause or resume tt]e currentiy execut[ng data acquisi-
tion commnnd f’lle.

The I)A(:I, (Int;a ncqlltslt,lc)rl task lr]corporates a message mon!tor process
i:o n] 1.OW t,}l(’ ot;}ler (:ompor)ent ~)roce:+ses to coirrmurlicat-e wltt] I;lle
termlrlal . ‘1’l~ls process Is nllt;orrratlcal l,y crented w}lt’rl the rllr] sllhml_t–
tcr Is Irll.t;lnlized. [t rr~malns Hllspende[l until nn exc(?[)t;lorlal
cor)dltfon occ~lrs. ‘1’hc mcns,agc monl t;or I)rocefis ~herl awnk(’rls to r’eport
tile problcrn to t;tle t;er’mflnnl.. Al 1. pr”ocenses thereby cornm(lr]l.cate with
the terrnlnnl ttlr”ollgh a common rncdlnt;or+.



independent of other data acquisition activities and should not be
permitted to delay these operations. The large amount of preprocess-
ing performed by the cataloging task prior to transfer of the data
file virtually guarantees that the delays Incurred are signtflcant,
thereby encouraging implementation as a concurrently executing
process.

Under this implementation the catalog far;lllty creates R detached
process to perform preprocessing, file transfer and catalog update,
This allows the data acquisition job to continue while the cataloging
operation is in progress. The detached process notifies the user upon
completion. If an error condition occurs to prevent the catalog
operation from completing successfully (e.g. no network lfnk between
the data acquisition and data archive computer systems), the user is
notified and the file is queued for cataloging at the next invocation
of the catalog facility. This provides sufficient protection and
communication to assure reliable operation of this critical facility,
arid results In a slgnlfmicant improvement In system response.

State Machine Features

One of the major operational deficiencies of many broadly functional
systems is tile ability to exec(lte syntactically valid commands in ii
semantically Invcllid sequence or conkext. As systems becorrre more
functional (and complex), the opportunity for comrnlttl.ng sl12}l errors
increases dramatically. ‘1’he olltcomc can ranfle from us~r l.r)convenlrnce
or confllslon to catastrophic data 1.0ss. [lecmIse of ~he great expense
Incurred l.n producl.ng the WNR neutron beam, and the htgh unf?r demand
for accefis to the faclllty, errors that comproml.se rlata lnt;egrity can
have serious econornlc, poll tlcal and scientific consequences.



The possibility of inadvertently placing t,he system Into an undesired
state (as a result of a side effect of a valid command executed in an
appropriate context) must also be considered. To prevent tills situa-
tion from occurring, a set of state transition commands Is explicitly
specified. These commands represent the only means available to a
user for changing the DACL state. There is one {and only one) staLe
transition command for each valid state transition. These commands
have no functionality beyond changing the DACL state. /11 other DACL
commands are expressly forbidden to change the DACL state. The DACL
state can therefore never be changed implicitly and the problem of
sid- effects is eliminated.

Future Enhancemerlts..——— —.

Powerful as it is, the DACl, implementation can also be improved. In
particular, dramatic improvements in fUnCtiOtlEility and reliability
could be realized simply by implemerltlrlg the system in the Ada [i’]
programming language, an option that is Wltilln reach of many proJects.

By emplotylr)g Atla private types, the Irnplementatlor: of dynanrlc data
structures such as $}le [)ACL heap can be securely hi(i(let? ~rom
programmers/users, thereby forcing utilization of standard interfaces
for access. ‘1’}~earchitectilre thereby remains open, hut t,he system
would becomes f’ar more robust.

Generic f’lln(!ttorls (anot;t~er Ada f’eature) can be applied t,o ttl(? tlevelop-
ment of marly s,ystem capabilities. These constrllcts stmpllry t;he
system by eliml.natlng unnecessary dldplication and star]clatjdlzltlg
interfaces.

The Intro(lllct)lon of’ concl]rrency Irlto arl,y appllcnt;lorl 1s rrrot’~ simply
accomplls}lr?d IF the underlying programrntng Iangllage sll[)~)or>ts corlcl]r-
rent ~)rocessln{~. Ada lrlc~>r’poraf;es concl]rrency-ns a st,arl(]ar’(1 ]Rr]gllage
feature. ‘;’}]e need to employ opf?rat;l.ng Syst(?m f’r+at;~lr.cs to cr~at~,
f!ont;rol , and sync tlrcrr117, c conr, llr’rt?r]t, ~)roc.e,~,sc,s Is t,herrhy f’llmlnate(].
Corls(’(]llerltl.y, system im~)lem(?rlt;at,[(>rl 1s Slmpllf’led and ~)or’tr,bl llty Is
er]tlnnccd .



In the preceding sectic!ns we have ~iescrlbed our attempts to improve
the quality of our software system by exploiting the features of a
modern software technology. We ha~re described the implementation of
various features including dynamic data structures, concurrency and
state machflle features. ‘I’he advantages associated with this approach
have been discussed in detail. It is our experience that this
strategy has contributed significantly to the ability of a small
project with limited resources to develop, implement and maintain a
powerfully functional real-time data acquisition system. We contend
that projects of any size can benefit Ii’o[rr this ap’]roach.
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DYNAMIC STRINGS, HEAP POINTERS, ETC.

SYSTEM CONTROL-STRUCTURE
OVERHEAD DEPEIWENT

( 5 BYTES) ( 123 BYTES)

()a
_k,eap_pk = 0..65535;

_dynamic_string_rwc = RECORD
string

$

: VARYING 16 ] OF char ;
exkmd : _heap_ ;
ENr) ;

_hecp’_recotd_tag_enum = ( ., ,, _scaler, _mom_scaler, . ..) ;

_heap_mcord = RECORD ‘
mom : _heap_ptr ;
next : _heap_ptr ;
CASE tag : _heap_record_tag_enum OF

●

●

_scaler : ( scaler_namf3.
scaler_crute
scaler_slot
scaler_count

_more_scater : ( scaler_type
scder_tiHe

9

: _dynamic_string_mc ;
“ integer ;●

: integer ;
: irl!eger ) ;

: _dynamlc_sking_r8c ●

. _dynamic_strtng_mc J ;. (b)
EMi;

Flp,lll”v I .
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FIGURE CAPTIONS

Figure 1. The structure of a DACL heap record. (a) Schematic represen-
tation. (b) The corresponding Pascal definition for the heap
records that cumprise the scsier control structure.

Figure 2. !.section of a typical I)ACLcontrol structure constructed from
I\eaprecords. A portion of the scaler control struct!~re (refer
to Fig. lb.) is shown schematically. Successive scalers are
represented by structures linked with NEXT (N) pointers. Ex-
tens?.onrecordsare referenced through MORE (M) pointers. Jlyna-
string extension records are referenced by STRINC_EXTtiNl)(E)
po~nters.


